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1 Introduction 

This System Requirements guide is intended for IT users responsible for provisioning the runtime environment 

for the Calibrate application - typically the IT team. The document will help you understand the prerequisites 

required before the application can be installed.  

This guide also outlines recommendations on execution environment sizing that can be used as guidance. 

Calibrate V2.0 is a product built to run on the Azure environment. Calibrate can be deployed on Azure public 

cloud and Azure on-premises.  

Calibrate product has two main deployment components: 

• Calibrate Application 

• Calibrate Engine 

 

1.1 Deployment 

A high-level view of how Calibrate fits into your enterprise is depicted below. 

 

Figure 1-1: Logon screen 

 

2 Prerequisites 

In order to deploy and run Calibrate, the following are required to be provisioned on your Azure tenancy. 

• Data Lake storage (ADLS Gen 2 or Blob Storage) 

• Databricks 

• VM (for calibrate application) 
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Note: All of the above should preferably be in one resource group. If the VM is placed outside of above 

resource group, bi-directional communication between the resource group and VM needs to be 

accommodated. 

2.1 Calibrate Application 

Calibrate is a containerized application that will run on Linux OS. 

Virtual machine specifications: 

• OS: Linux * 

• Minimum RAM of 8GB 

• Minimum disk space of 32GB 

The VM should be pre-installed with: 

• Docker (version 19 or newer) 

• Docker-compose (version 1.27.4 or newer) 

• Jq, bash, curl 

• System user that can run Docker (user added to Docker group) 

And VM should be able to access below components in Azure: 

• Data lake (ADLS Gen 2 or Blob Storage) 

• Databricks 

Authentication to these components is through service principals/access tokens as mentioned in the Installation 

guide. 

Note: *: Application is tested with CentOS and RHEL. However, the application is built to run on other 

modern Linux flavors as well. 

 

2.2 The Calibrate engine 

The Calibrate engine is a Spark based application and requires the following to execute: 

• Databricks resource instance provisioned.  

With access to: 

• Data lake (ADLS Gen 2 or Blob Storage) 

• Azure KeyVault  
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3 Minimum Databricks instance requirements 

The Calibrate engine can run on a Job-Cluster type of cluster on Databricks. 

Job-Cluster 

Job clusters are created when the job run starts and terminate upon completion of job run. Databricks 

recommends job-clusters for production and repeated workloads and has the benefits of isolation for cluster 

resources, debugging etc. It will take few minutes to start the cluster depending on number of nodes and node 

type. This start time can be reduced using Databricks pools. See - https://docs.microsoft.com/en-

us/azure/databricks/clusters/instance-pools/  for more details. 

 

3.1 High-level guidance on cluster size for Databricks 

The following details serve as a guideline for the sizing of the Databricks cluster for input file size and estimated 

execution time. Appropriate cluster size should be provided to Databricks configuration in 

Configuration/Installation guide. 

The size of the job cluster depends on size and complexity of data, main factors are: 

• Length – row count 

• Breadth – column count 

• Number of Categorical Columns (For Fingerprint) 

 

3.2 Recommendation on Databricks cluster specifications 

The following are different cluster sizes categorized into small, medium and large clusters. 

Small: 

Worker Node: Standard_DS4_v2, 28.0 GB Memory, 8 Cores, 1.5 DBU,  

Number of workers: 5 

Driver node: Standard_DS5_v2, 56.0 GB Memory, 16 Cores, 3.0 DBU 

cost/per hour: (5 * € 1.141) + € 2.28 = € 7.985 

 

Medium: 

Worker Node: Standard_DS4_v2, 28.0 GB Memory, 8 Cores, 1.5 DBU,  

Number of workers: 10 

Driver node: Standard_DS5_v2, 56.0 GB Memory, 16 Cores, 3.0 DBU 

cost/per hour: (10 * € 1.141) + € 2.28 = € 13.96 

 

Large: 

Worker Node: Standard_DS5_v2, 56.0 GB Memory, 16 Cores, 3.0 DBU,  
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Number of workers: 40 

Driver node: Standard_DS5_v2, 56.0 GB Memory, 16 Cores, 3.0 DBU 

cost/per hour: (40 + 1) * € 2.28 = € 93.48 

Note: The above prices are based on Microsoft’s pay-as-you-go plans. The pricing above is for guidance 

only and may have changed since the time of writing. Up-to-date Azure pricing details can be obtained 

from https://azure.microsoft.com/en-us/pricing/details/databricks/ .  

The following table is a reference for cluster size based on our benchmarking: 

 

Rows Columns Cluster size Execution time* 

100M 100 Large 9 hrs 

10M 50 Medium 4 hrs 

1M 25 Small 2 hrs 

Figure 3-1: Identify benchmark. 

 

Rows Columns Categorical cols Cluster size Execution time* 

100M 100 70 Large 7 hrs 

10M 50 25 Medium 3.5 hrs 

1M 50 25 Small 2.5 hrs  

Figure 3-2: Fingerprint benchmark. 

 

Rows Columns Cluster size Execution time* 

1000M 100 Large 35 min 

100M 100 Medium 20 min 

10M 100 Small 5 min  

Figure 2-3: Transform benchmark. 
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Note: Transform actions are applied on 24 columns (4 columns for each transformation - Suppression, 

Masking, Rounding, Tokenization, FPE and Noise Addition) 

Note: These are approximated times and are purely recommendations based on performance tests on 

synthetic data generated by Truata. This may vary for other datasets. 

*The above figures are for Apache Parquet formatted data assets. 

Cluster sizes can be selected separately for Identify, Fingerprint and Transform. 
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